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Tsanas *et al.* [7] used a dataset consisting of 263 speech samples from 43 people and 76.7 % of dataset were PD, the leftover dataset was healthy. They utilized an updated version of the dataset that was utilized in [8]. Little *et al.*

[8] present an assessment of measures for the identity of PD subjects from healthy by detecting dysphonia. They diagnosed 23 PD and 8 healthy people and their dataset recorded vowels and used a Support Vector Machine (SVM) for classification and achieved classification accuracy 91.4 %.

In [9] 132 extracted features from speech signals applied dysphonia methods. The database only contained vowels and some features extraction algorithms such as Least Absolute Shrinkage

Selection Operator (LASSO), Minimal Redundancy Maximal Relevance (MRMR), Relief and Local Learning Based Feature Selection (LLBFS), were used and 10 features selected from 132 were selected by FS algorithms. These 10 features were used as input parameters for classification with two machine learning algorithms (Random Forests and SVM).

In another study Tsana *et al.* [10] process speech signals of PD to compute a relationship between severity of the PD and disorder of speech.

In [11] Gök studied the dataset used in [8]. They applied an ensemble of k-nearest neighbor (k-NN) algorithms to increase the accuracy. Features selection was deployed to find suitable features for prediction of PD.

Bayestehtashk *et al.* [12] proposed a diagnosis of the severity of PD using speech signals. They designed a system that used analysis of regression for prediction of the severity of PD through sustained phonations.

In [13] Taha used a machine learning algorithm SVM for classification of speech signals in PD and utilized the N-fold Cross validation technique. The data set for the experiment contained 240 running voice samples recorded from 60 PD and 20 healthy people. Those samples of speech were clinically rated via unified Parkinson's, score scale motor exam of speech (UPDRS-S).

Sakar *et al.* [3] collected multiple voice recording from 40 people in which 20 PD and 20 healthy. The voice samples 26 inclusive of everyday sentences, numbers, words and contained vowels had been gathered for each concern and 26 features had been extracted from voice signals by Praat Acoustic Analysis Software [14]. They carried out Leave-One-Subject-Out (LOSO) and s-LOO validation methods to compute the performance of K-NN and Lib- SVM classifiers [15]. They compared the classifier performance using performance measuring metrics like accuracy, sensitivity, specificity and Matthews's correlation coefficient (MCC).

Cantürk and Karabibe [16] proposed approach was designed on a machine learning based system and use speech signals. Four FS algorithms (LASSO, relief, LLBS, and MRMR) were applied to filter out the most appropriate features from the dataset. Moreover; classifiers such as Ada boost, SVM, k-NN, multi-layer perceptron (MLP), and Naïve Bayes (NB) were applied for classification PD and healthy subjects. Moreover, two validation techniques i.e. k-Fold, and LOSO were utilized for correct classification of PD. The proposed system performances were measured by performance measuring metrics such as accuracy of classification, sensitivity and specificity, and MCC. The computation complexity of algorithm also computed and the system was evaluated on a PD dataset which contained multiple types of voice signals.

Wen *et al.* [17] proposed an efficient feature selection and classification system for vehicle detection. They used Haar-like feature section technique and RBF-SVM for vehicle detection. The proposed method achieved better performance.

Hong *et al.* [18] proposed a feature selection method to improve the effectiveness of the text mining analysis. A new genetic algorithm was designed for text mining to increase the search performance. Furthermore, FSGA improved the clustering and speed performance.

Zhu *et al.* [19] propose a framework of using PU learning for SbME using latent topics identified by a topic model for feature dimension reduction. The LDA method has a significantly smaller dimension than the term based method it is more practical in a SbME setting, where computational efficiency is crucial in providing real time update of search results per the user's query documents.

Daassi-Gnaba *et al.* [20] proposed a system for Wood Moisture Content Prediction Using Feature Selection Techniques and a Kernel Method. The proposed system obtained high performance.

Cai *et al.* [21] proposed framework for prediction of PD. They used SVM classifier and relief feature selection algorithm with bacterial foraging optimization (BFO) and achieved best classification performance.

Naranjo *et al.* [22] proposed a classification system. They used two-stage features and classification approach (TSFSA) for Parkinson's disease diagnosis by applied sound recording replication and achieved the best performance.

In another study Bi *et al.* [46] proposed a methodology for conducting importance-performance analysis through online review by the combination of LDA, IOVO-SVM and ENNM. The

proposed method obtained effective analysis results with low cost and with small time.

Liu *et al.* [47] proposed a framework for multi-class sentiment classification. They used different feature selection/machine learning algorithms and achieved good results compared to other existing studies.

In [48] Liu *et al.* proposed a method for multi-class sentiment classification based on an improved one-vs.-one (OVO) strategy and the support vector machine (SVM) algorithm. The experimental results demonstrated that proposed method achieved high performance as compared to existing studies.

The main contribution of this study is to propose a machine-learning based system to successfully diagnose people with PD and improve the patient's life. Machine learning predictive model SVM was used for PD and healthy people classification. The L1-Norm SVM was used for

appropriate features selection that improves the classification performance of the classier. We adopted the L1-Norm SVM for appropriate feature selection in this study because the classification performance of L1-Norm SVM FS based method is good as compare to other methods of classification for PD and healthy people. These methods where used other feature selection algorithms such as LASSO, MRMR, LLBFS [9], Relief with BFO [21] and two-stage feature selection method [18]. Furthermore, all these studies used these FS algorithms for the same dataset [8], [23]. The K Fold cross-validation was used in to select the best hyper parameters for best model evaluation. Performance evaluation metrics such as classification accuracy, sensitivity, and specificity were utilized to check the proposed system performance.

The proposed system has been tested on PD data-set multiple types of sound signals.

Following are the key contributions of the proposed research study:

I. The performance of classifier checked on selected features subsets which are selected by L1-Norm SVM algorithm along with Kfolds cross-validation technique.

II. The performance also checked on full features set and compared with performance on selected features sets.

III. The system has been tested on PD dataset and achieved very high classification performance.

IV. We suggest that the proposed system can be effectively diagnosis PD and easily incorporated in the healthcare system.